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BIOANALYTICAL LIQUID 
CHROMATOGRAPHIC METHOD VALIDATION.

A REVIEW OF CURRENT PRACTICES AND 
PROCEDURES

H. Rosing,* W. Y. Man, E. Doyle, A. Bult, J. H. Beijnen

Department of Pharmacy and Pharmacology
Netherlands Cancer Institute/Slotervaart Hospital

Louwesweg 6
1066 EC Amsterdam, The Netherlands

ABSTRACT

Validation of analytical methodologies is widely accepted as
pivotal before they are put into routine use.  Within the guidelines
issued by Regulatory Authorities, there still exists scope for indi-
vidual interpretation with respect to their conduct and acceptance
criteria.  The intention of this paper is to review the performances
used and to provide practical approaches for determining selec-
tivity, specificity, limit of detection, lower limit of quantitation,
linearity, range, accuracy, precision, recovery, stability, rugged-
ness, and robustness of liquid chromatographic methods to sup-
port pharmacokinetic studies.  A survey of recent literature on 
liquid chromatographic procedures used in the bioanalysis of
anticancer drugs revealed that very variable standards were
employed for validation.
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INTRODUCTION

Before an analytical method can be implemented for routine use, it is wide-
ly recognized that it must first be validated to demonstrate that it is suitable for
its intended purpose.  While the need to validate analytical methods is clear, the
procedures of performing a rigorous validation programme are not generally
defined.  Questions of interest include (i) which validation parameters should be
established, (ii) what specific procedure should be followed to evaluate a partic-
ular parameter, and (iii) what is the appropriate acceptance criterion for a certain
parameter?  

Two factors complicate the definition of an effective validation protocol.
Firstly, the applications of chromatographic methods are broad and diverse.
Secondly, existing guidelines for general classes of applications allow scope for
individual interpretation.  The following approaches can be utilized to determine
which operational parameters should be included in a formal validation protocol:

. . . guidelines published by organizations/bodies with recognized authori-
ty like the United States Pharmacopeia (USP), Committee for Proprietary
Medicinal Products (CPMP) and the Center for Drug Evaluation and
Research (CDER) of the US Food and Drug Administration,1-4  or chemical
literature.5-33

Guidelines appropriate for every specific analytical situation do not exist.
USP and CPMP guidelines are meant for pharmaceutical analysis like identifica-
tion tests, quantitative tests for impurities, quantitative tests in the drug product,
etc., but not for drug analysis in biological matrices.  Validation of bioanalytical
methods employed to generate data for bioavailability, bioequivalence, and phar-
macokinetic studies can be approached by a variety of techniques and is subject
to many different methods of interpretation. Meaningful pragmatic guidance with
respect to establishing appropriate validation parameters in bioanalytical chro-
matographic methods, however, can be received from the Washington Conference
Report.5

In order to gain more insight into the present state of thinking on the gener-
al topic of analytical method validation and to put various bioanalytical validation
procedures into perspective, a literature review was performed where existing
guidelines from several governmental bodies were included.  Parameters that
should be considered during the validation of bioanalytical chromatographic
methods are discussed.  

The purpose of this review is to summarize views and to provide some guid-
ance on how to handle the various validation parameters.  To answer the question
of how validation is put into practice, 37 publications dealing with liquid chro-
matographic procedures used in the analysis of anticancer drugs were critically
reviewed.
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PRACTICES AND PROCEDURES

Before validation can commence, an analytical reference standard must be
available to prepare stock solutions of known concentrations.  This standard
should be fully chemically characterized with known purity and stability.3,4,6,7 The
correction for the purity of the reference standard should be included in the cal-
culation of the concentrations.  Spiked control samples and calibration standards
in the biological matrix should be prepared independently from different
stock/working solutions (separate weighings of the reference standard).8 The vol-
ume added to the blank matrix should be less than 2-5% of the matrix volume to
simulate a real sample as much as possible.6,9 Dilution of the biological matrix
with working solutions (>1:20) must be compensated by adding an equal volume
of the blank working solution to the study samples.  Due to poor solubility char-
acteristics of reference standards in water, the use of organic solvents may be
inevitable.  In these cases the excess of solvent can be evaporated to dryness and
the analyte may then be reconstituted into the biological matrix.  Ideally, the ana-
lyte is dissolved in the blank matrix and then diluted with blank matrix.  For each
biological matrix, including the same matrix from different species, a validation
program should be completed. 

An efficient design for the experimental set-up of a bioanalytical method
validation has been described recently.10 It is advisable to establish that selectiv-
ity, short term stability, and robustness are acceptable prior to the estimation of
parameters which require analysis of a large number of samples, for example
accuracy and precision.10,11 System Suitability Tests (SSTs)12 to confirm that the
method maintains suitability, are not discussed here because these tests should be
run in the application phase of the method.  The following validation parameters
are considered essential:

Specificity and Selectivity

Definition

A method is specific if it produces a response for only one single analyte.13,14

Since it is almost impossible to develop a chromatographic assay for a drug in a
biological matrix that will respond to only the compound of interest, the term
selectivity is more appropriate.  The selectivity of a method is its ability to pro-
duce a response for the target analyte which is distinguishable from all other
responses (e.g. endogenous compounds).7,13,15,16

Procedures and Acceptance Criteria

Several batches of blank matrix need to be analyzed to determine whether
endogenous substances interfere with the assay.  Endogenous substances include
compounds normally occurring in the biological fluids or tissues (e.g. hormones,
proteins, carbohydrates, lipids, dietary substances, etc.).11,13 The number of 
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batches that should be analyzed is six.5,6,10,11,13,14 In practice 10-20 sources will be
necessary to obtain meaningful results and to get insight into inter-batch vari-
ability.13 Usually some tested blanks will contain minor interferences. Although
the criteria for interferences are often set arbitrarily, they can affect the determi-
nation of analyte around the lower limit of quantitation (LLQ) substantially.  To
avoid this, pre-defined precision and accuracy criteria for the quantitation at the
LLQ should be set and respected.11,13 Frequently deviations and variations up to
20% from the nominal concentrations are tolerated.5

To investigate possible interferences by co-administered drugs, for-
mulation vehicles, analyte precursors, metabolite(s), and/or degradation prod-
ucts, amounts of these compounds must be added at the maximum expected
concentration in the samples, and analyzed to assure the assumed selectivity of
the method.6 When analyte metabolites or degradation products are not avail-
able to serve as reference material, analysis of biological samples from treated
subjects is the next best option.  Other ways to obtain the respective metabo-
lite(s) and degradation product(s) to establish the selectivity are in vitro
incubations of the parent compound with liver homogenate or microsomal
fractions11,13 and by stress testing (acid/base hydrolysis, heat, photolysis, oxi-
dation).3,4

If the analyte concentration is high enough and the possible interferences
have different chromophores, thus different UV spectra, peak purity can be
assessed by the use of diode array detector.4,6,9,11,13,14 Specificity of a method can
be enhanced by changing to mass spectrometric detection methods.6,9,11,14 Mass
spectrometric detection provides information on the identity and the purity of the
analyte.  A good alternative for mass spectrometry to detect any potential inter-
ferences, is the use of a second chromatographic method based on different chro-
matographic mechanisms and which has previously been validated.9,14,16

The influences of exogenous interferences on the selectivity of the method
can be easily assessed by processing “reagent blanks” in the absence of biolog-
ical matrix (replacing the biological matrix with an equivalent amount of pure
water).  Exogenous substances include: reagents and their impurities used in
sample work-up, substances used in the manufacture of labware (e.g. plasticiz-
ers) or resulting from incomplete washing of labware, apparatus.7,11,13 The same
procedures should be followed, using the same equipment, reagents, etc.  If
exogenous interferences are found, the source has to be determined and elimi-
nated.13

Limit of Detection 

Definition

The limit of detection (LOD) is the lowest concentration of analyte in the
sample that can be detected but not quantified under the stated experimental con-
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ditions.1,2,4,7,14 The LOD is also defined as the lowest concentration that can be
distinguished from the background noise with a certain degree of con-
fidence.5,6,9,11,14,16,17 There is an overall agreement that the LOD should re-
present the smallest detectable amount or concentration of the analyte of in-
terest.

Procedures and Acceptance Criteria 

The LOD is largely dependent on background noise, which is measured as
the difference between the maximum and minimum value of the blank-signal,
(“peak-to-peak noise“).  These fluctuations are due to signals from endogenous
substances in the matrix and electronic signals from the equipment.  The LOD
should therefore be determined by injecting the blank biological sample rather
than the reference solution.7

For chromatographic analysis the noise level should be determined by mea-
suring the variation in the baseline noise in the region of a blank chromatogram
where the analyte peak is expected.12,17 This region is often set at 20 times the
width of the analyte peak (either at half height of the peak12 or the peak width at
the baseline17). 

The noise is measured as the largest peak-to-peak height fluctuation and its
standard deviation is the largest peak-to-peak height divided by 5.17 Once the
noise value has been determined the LOD can be obtained by the following
approaches: 

Based on the signal-to-noise approach.  Blank samples are measured
together with samples with concentrations of the analyte at the expected
LOD.  The signals of the blank and the analyte samples are compared and
expressed as a signal-to-noise ratio.  The found LOD is considered to be
acceptable when the signal-to-noise is equal or larger than the predefined
ratio.  Different ratios have been considered to be acceptable varying
between 2 and 5.1,3,7,12,16

Based on the standard deviation of the noise.  The LOD is defined as 2-3
times the standard deviation of the background noise of an appropriate
number of representative blank samples.1,3,18

Based on the standard deviation of the noise and slope of the calibration
curve.  The LOD is calculated as 3.0 or 3.3 times the standard deviation of
the noise divided by the slope of the calibration curve.3,15-17 The standard
deviation can be estimated based on an appropriate number of blank sam-
ple signals or can be extracted from the calibration curve.  The residual
standard deviation of a regression line (in the range of the LOD) or the
standard deviation of the y-intercept of the regression line may used as the
standard deviation of the noise.3
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The LOD is not a very stable characteristic because of its susceptibility to
minor changes in the conditions of the analytical method, like temperature, puri-
ty of reagents, sample matrices, and instrumental system changes.16 For this rea-
son the LOD concentration level should not be included in the calibration curve.
Although the LOD is not of great importance for the analysis of drugs in biolog-
ical samples it has been used to estimate the lower limit of quantitation (LLQ).7,16

The LOD as well as the LLQ, (though the latter less frequently) are often report-
ed as being synonymous to the sensitivity of the analytical method.6,9,10,15,16,19 This
is, however, incorrect because these terms are defined in different ways.  The sen-
sitivity of the method is obtained by plotting the measured signals against the
sample concentrations.  The calculated slope of the linear calibration curve is the
sensitivity of the method.6,15,16

Lower Limit of Quantitation

Definition 

The lower limit of quantitation (LLQ) is the lowest concentration of the ana-
lyte in the sample that can be measured with acceptable accuracy and precision
under the stated experimental conditions.1,2,4,6,7,14,16,17 The  LLQ-value is deter-
mined by the presence of background signal (accuracy) and the reproducibility of
the analytical method (precision).  The LLQ is the lowest concentration point in
the calibration curve.5,6

Procedures and Acceptance Criteria

The LLQ can be determined in numerous ways.  The most common proce-
dures are given here:

Based on samples spiked with analyte.  The LLQ can be assessed by ana-
lyzing at least five replicates of the control samples together with calibra-
tion samples, in separate runs.  The analyte samples should be prepared
independently from the calibration samples (different stock solutions with
separate weighings of the reference compound) in the biological matrix at
known concentrations around the expected LLQ.  At the LLQ the devia-
tion from the nominal concentration as well as the relative standard devi-
ation within each run should not exceed the required precision and accu-
racy level of 20%.5,11,13

Based on the signal-to-noise approach. The signals of the blank samples
are compared with the signals from samples which contain known low
concentrations of the analyte.  Next, a signal to noise-ratio at which the
analyte can be reliable quantified is determined.  Typical ratios of 3, 5, and
10 have been used to define the LLQ.3,13,14,16
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Based on the standard deviation of the noise.  The LLQ is defined as 10
times the standard deviation of the background noise of an appropriate
number of representative blank samples.1,3,16

Based on the standard deviation of the noise and the slope of the calibra-
tion curve.  By this approach the LLQ is expressed as 10 times the stan-
dard deviation of the noise divided by the slope of the calibration
curve.3,14,15,17 The standard deviation of the noise can be estimated as
described in the section “Limit of detection”.

Based on the calculated confidence intervals around the calibration curve.
Calibration data sets are fitted (by unweighted linear regression), after
which the confidence intervals are calculated.20 The LLQ is then defined
as the concentration for which the interval at the 95% (or any other) prob-
ability level does not overlap with the confidence level of the blank matrix
standard.  

This method exhibits some weaknesses.  For instance, the LLQ is derived
from data that uses one single matrix source. Another drawback is that
there is a 2.5% possibility for a false positive value for the LLQ at a 95%
probability level, in case there is an overlap of the confidence level of the
LLQ with the confidence level of the blank standard.13

Based on background interferences and reproducibility of the response.
The responses from the estimated LLQ and blank matrix samples are
determined in four analytical runs.  The means of the obtained responses
are tested statistically (with the t-test).  

If the difference is significant, the variability of the response of the esti-
mated LLQ sample is evaluated by comparing the mean response to its
standard deviation.  If the mean response is equal or greater than 3 stan-
dard deviations, the concentration is accepted as the LLQ.21

Based on the confidence intervals.  The LLQ has also been defined as the
concentration at which the  lower confidence level of the mean response is
at least four times greater than the upper confidence level for the mean
blank response of approximately 10 independent matrix sources.13 

The measured concentration of the proposed LLQ should lie between 80 and
120% of its theoretical concentration and the relative standard deviation should
be less than 20%.5,11,13,22 These criteria are generally accepted. 

LLQ values which do not meet the precision and accuracy criteria may lead
to unreliable results.  To avoid this the LLQ value should be increased to that con-
centration where the criteria are met.
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Linearity, Range of the Calibration Curve

Definition

Linearity means that the assay provides test results which are proportional to
the concentration of the analyte in the sample within a given range, either direct-
ly or via a mathematical transformation.6,42,49,51 The range of an analytical proce-
dure is the interval between the upper and lower limits of quantitation (ULQ and
LLQ) for which it has been demonstrated that the analytical procedure has a suit-
able level of precision, accuracy, and linearity.1,2,6,7,14

The concentration range of the calibration curve should at least span those
concentrations expected to be measured in the study samples.  Usually the
dynamic range of the analyte in bioanalytical methods span 3 or more orders of
magnitude.7 If the total range cannot be described by a single calibration curve,
two calibration ranges can be validated.6 If the available study sample volume
is less than the validated sample volume, a partial volume can be used for analy-
sis, provided that it is supplemented with blank matrix to the validated volume.
As an alternative to the extension of a calibration curve for the measurement of
concentrations which are above the highest calibration standard, the sample can
be re-analyzed after dilution with blank matrix.7,11 These procedures need to be
validated.  To prevent this situation the range is often chosen wider than the
expected concentration range in the study samples.  Nevertheless it should be
kept in mind that the accuracy and precision of the method will be negatively
affected at the extremes of the range by extensively expanding the range beyond
necessity.6

Procedures and Acceptance Criteria

The calibration curve should consist of at least 4-8 non-blank calibration
standards analyzed in duplicate,5,6,15,21,22 or 5-10 non-blank calibration standards in
singular.5,6,9,11 When using more than 7-8 non-blank standards a maximum of two
non-blank standards may be rejected from the calibration curve if they are not
adjacent, leaving a minimum of 5 non-blank standards remaining valid.6,10,11

Inclusion or exclusion of standards in the calibration curve should be established
a priori.11 The concentrations of the calibration standards should be equally dis-
tributed over the total concentration range and the same matrix as for the study
samples should be used. For the construction of the calibration curve the blank
matrix should not be included, although a blank may be used to check the inter-
cept. 

Many calibration curves are calculated by least-squares linear regression,
which assumes that variance is independent of the analyte concentration.  This
assumption, however, is not justified for many analytical methods, particularly
when the calibration range expands more than a few orders of magnitude.  When
the standard deviation is not constant, the calibration data ought to be weighted
to increase the accuracy of the lower concentrations.9,15,23
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Figure 1. Breakdown of the total sum of squares(SS) when applying a lack-of-fit test.

In order to establish the best weighting factor, back-calculated calibration
concentrations are determined. The model with the lowest total bias and the most
constant bias across the concentration range of interest is considered to be the
best fit.6,24 Calibration curves should never be forced through zero, as this ignores
a potential bias.6 It is not an absolute requirement to work with a linear model,
however, straight-line data are less variable than data from non-linear calibrations
and thus preferred.19 To prove whether the proposed linear model is correct, a lin-
earity test should be applied.  There are several tests in use to test the linearity of
the method:

Lack-of-fit test.10,19,21,24,25 This statistical test also provides the information
of whether a non-linear model may be more appropriate in some cases.
The test requires replicate determinations (Ν≥2) at each calibration con-
centration.  When applying the test (see Figure 1) the total sum of
squares (SST) is broken up into the sum of squares due to regression
(SSREG) and the residuals (SSRES) which encompasses the remaining vari-
ability of the regression line.  The SSRES from the regression is decom-
posed in a pure error term (SSPE) and a lack-of-fit component (SSLOF).
The performance of the lack-of-fit test using ANOVA is accurately
described by Lang and Bolton.21 Wieling et al. also use a lack-of-fit test
to evaluate linearity.10 However, the ANOVA was not weighted, although
the calibration curves were calculated by weighted linear regression
(weighting factor: X-1, the reciprocal of the analyte concentration).  To
illustrate how to perform a lack-of-fit test using weighted ANOVA, an
example is given in Table 1. 
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To determine SSRES, linear regression with a weighting factor of 1/x is
performed with the response as the dependent and the concentration
as the independent parameter.  An additional analysis of variance is exe-
cuted to determine the SSPE with the response as the dependent, the
dummy the independent parameter, and a weighting factor of 1/x.  The
difference between SSRES and SSPE is SSLOF (Figure 1).  F is determined by
calculating the ratio of the mean squares (MSLOF/MSPE).  If F is less than
or equal to the critical value of F with a level of significance of 5%
(α=0.05), linearity can be accepted.  The weakness of a lack-of-fit analy-
sis is that the more precise the data, the less the likelihood of passing the
test.10,15
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Applying linear regression analysis to the logarithm of the concentration
versus detector response, a linear graph is obtained with a slope not sig-
nificantly different from 1, in case of linearity.15,24

In the polynomial regression approach, linearity is determined when the
coefficient on the concentration squared term is not significantly different
from zero.24 This method requires no replicate determinations at each con-
centration.  However, in bioanalytical practice this test has only benefited
when the quadratic model is statistically valid. 

A high correlation coefficient ( >0.99 or 0.999) of the calibration curve is
often used to state  linearity.4,6,22,24 Although good linearity always provides a cor-
relation coefficient close to 1, a high correlation coefficient does not necessarily
imply linearity.  The correlation coefficient merely gives an indication of the
absence or presence of a response-concentration relationship.17,19 Therefore, by
assessing an acceptable high correlation coefficient alone the linearity is not
guaranteed and further tests on linearity will still be necessary.26 The slope of the
calibration line and its variance do not provide a measure of linearity as stated in
the USP.1 These data are a measure of reproducibility of the detector signal in
time.

Accuracy

Definition

Accuracy is defined as the closeness of test results to the nominal value (in
house standard) or to the accepted reference value (international standard e.g.
pharmacopoeial standard).1,2,4-7,14,16,17,27,29 Accuracy, together with precision, deter-
mines the error of the analysis and is, therefore an important criterion in the eval-
uation of an analytical method.

Procedures and Acceptance Criteria 

The two most commonly used ways to determine the accuracy or method
bias of an analytical method, are (i) analyzing control samples spiked with ana-
lyte12,15,25 and  (ii) by comparison of the analytical method with a reference
method.15,25

The accuracy of the method can be determined by analyzing spiked control
samples with analyte concentrations around the LLQ, 2-5 times the LLQ, 0.5
times the ULQ, and the ULQ.  An additional quality control concentration above
the ULQ should be measured after appropriate dilution of the sample to the vali-
dated concentration range.10,11 Each control sample should be analyzed in a min-
imum of 5 replicates together with a calibration curve, independently prepared
from the control samples, in at least 3 analytical runs.  The accuracy is usually
determined in percent of the nominal concentration or in percent difference
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between the mean concentration and the nominal concentration.6,10,14,27 This is also
referred to as the within-run accuracy. The average accuracy is calculated by
dividing the average of  the accuracy values for each run, and the number of val-
idation runs.  This is referred to as the between-run accuracy. 

Another approach to asses the accuracy is to perform a two-sided t-test to
reveal any significant difference between the mean of the data and the nominal
value with a 95% level of confidence.21,27 However as the t-test approach proved
to be a more stringent test for accuracy, the question is not whether there is any
statistical difference but whether there is an acceptable difference between the
measured and nominal concentrations.  As accuracy criterion it is generally
accepted that the mean value should not exceed ±15% of the nominal value,
except for the mean value round the LLQ, where it should not deviate more than
±20%.5,6,25 These fixed range criteria are somewhat subjective and the researcher
should be guided by what kind of decisions are made upon the acquired data.

The method to be validated can also be compared with an independent,
widely accepted reference method.  Both methods are applied on at least 6 dif-
ferent samples in duplicate by the same analyst.  Paired observations are achieved
in this way.  A t-test is applied on the differences between the paired observations.
The magnitude of a significant difference is a measure for accuracy.  The vali-
dated method is considered accurate when no significant difference is found.7

The disadvantage of this method is that the applied reference method is assumed
to be free of systematic errors. 

The analytical results can also be compared in a graph in which the deter-
mined values are plotted against the known concentrations.  Linear regression
analysis should be performed on the results according to the least-squares
method.  The blank matrix must be excluded from the calculations.  The values of
the slope and the intercept can be tested from the nominal values (1 and 0, respec-
tively) by applying t-tests.9,26 When the intercept is not equal to 0, a constant 
systematical error has been detected.  Proportional systematic errors are concen-
tration dependent and can be demonstrated when the slope significantly differs
from 1.

Precision

Definition

Precision is defined as the closeness of the analytical results obtained from
a series of measurements of the same homogeneous sample under prescribed
assay conditions.1,2,4-7,14,27 Precision is an indication for random error, the degree of
scatter.  The precision can be further subdivided into the method’s repeatability
and reproducibility.  Repeatability is the precision of the analytical method in
which the variability in experimental conditions is kept within a narrow range and
over a short time interval (same analytical run), whereas reproducibility is the
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precision determined under a maximum variety of conditions over a longer time
interval.27 The duration of these  time intervals are not defined.  Within/intra-
day, -assay, -run and -batch are commonly used to express the repeatability.
Expressions for reproducibility of the analytical method are between/inter-
day, -assay, -run and -batch. The expressions intra/within-day and inter/
between- day precision are not preferred, because a set of measurements could
take longer than 24 hours or multiple sets could be analyzed within the same
day.15

Procedures and Acceptance Criteria

There are several methods available for the determination of the precision.
The most commonly applied method is the measurement of calibration samples
together with a set of independently prepared quality control samples to deter-
mine the within- and between run precisions.  For the determination of the with-
in-run precision a minimum of 3 different concentrations covering the low, medi-
um and high range of the calibration curve are needed.  The concentrations should
be selected around the LLQ, 2-5 times the LLQ, 0.5 times the ULQ, and the ULQ.
A minimum of 5 replicates per concentration level must be analyzed. The stan-
dard calibration samples should be independently prepared from the quality con-
trol samples but measured during the same analytical run.  This procedure is to
be repeated preferably on at least 3 occasions.7-10 To obtain meaningful data, the
stability of the samples, reagents or stock solutions must be adequate during the
period of the study.

In general the coefficient of variation is used to report the precision.1,3-7,19,27

However, analysis of variance (ANOVA) is a statistically better approach to deter-
mine the within- and between-run precisions.9,10,21,27 The following formulas are to
be used to calculate the precisions:

where, MSWG is the mean square of the within groups/runs, MSBG the mean square
of the between  groups/runs, GM the grand mean of the measured control con-
centration, and n the number of determinations per group/run.  When MSWG

is greater than MSBG, there is no significant additional variation due to the per-
formance of the assay in different runs.  Some authors overestimate the between-
run precision by assuming that the expectation of MSBG is the between-run error
variance.10,27
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However, if at least two of the population means (mean concentrations per
run) are not equal, the expectation of MSBG (E(MSBG)) is28:

E(MSBG) = MSWG + n x betw. - run variance

The general acceptance criteria are the same for the within-run and between-
run precision.  For the LLQ it should be less or equal to 20%.  For the other high-
er concentrations it should be less or equal to 15%.5,6 Separate criteria for accu-
racy and precision, as proposed in the Washington Conference Report,8 leads to
the acceptance of a relative high total measurement error.15,29 For example to
ensure that 95% of the test results fall within the interval of ± 15% an accuracy
and precision of ≤8% (N=5) are required.29

Recovery 

Definition

Absolute recovery is the amount of analyte extracted from a spiked matrix
standard expressed as a percentage of the compound which has not been subject-
ed to sample pretreatment.15 In most cases biological samples cannot be assayed
directly, but require a pretreatment to obtain a suitable sample for analysis.  The
preparation usually includes isolation steps, which may cause some loss of ana-
lyte.  If an internal standard is used in the analytical method, the recovery of this
compound should be determined independently at the concentration level used in
the analytical method.

Procedures and Acceptance Criteria

The recovery is determined by comparing the responses from processed (e.g.
biological) and unprocessed (e.g. non-biological) samples.7,8 If a radioactive ana-
lyte is available, every fraction can be traced back easily to ascertain where loss-
es occur.7 Mean responses of the processed samples at low and high concentra-
tions are compared with the mean signals from the unprocessed standards in one
single run or in several runs.6,8,10,11 Since the recovery can be concentration depen-
dent, it should be determined whether the results are constant throughout the con-
centration range of interest.7,16 Another approach to estimate the recovery is  by
dividing the slope of the calibration curve of the processed samples by the slope
of the unprocessed calibration curve.  The recovery can then be calculated over
the entire range.15,16

The recovery should be as high as possible, but it is even more important 
to achieve consistent recoveries throughout the range of the calibration curve7,8

to  ensure  the  reproducibility6,11,16 and   selectivity11 of  the  analytical   method.
The recovery should be expressed as a percentage  of the  direct sample  analysis 
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(unprocessed samples), which is defined as 100%.  Although a recovery of 100%
is most desirable, in practice analyte and internal standard  recoveries higher than
70% with a variation of 15% are accepted.6,15

Stability

Definition

An analyte is stable under certain conditions during a certain period of time
when the responses compared to freshly prepared samples do not change signifi-
cantly over time.  It is of great importance for the reliability of the assay that the
analyte is stable in the matrix for the duration of the test.  The aim of a stability
test is to detect any degradation of the analyte(s) of interest, during the entire peri-
od of sample collection, processing, storing, preparing, and analysis.16 All but
long term stability studies can be performed during the validation of the analyti-
cal method.  Long term stability studies might not be complete for several years
after clinical trials begin.  The conditions under which the stability is determined
is largely dependent on the nature of the analyte, the biological matrix, and the
anticipated time period of storage (before analysis). 

Procedures and Acceptance Criteria

Commonly, spiked blank samples are used to conduct stability tests, after
which the results are extrapolated to the study samples.  This is considered ade-
quate if metabolites do not revert back to the parent drug or metabolism contin-
ues to occur in the sample after it has been withdrawn.  As it is usually not pos-
sible to rule out this possibility it is advisable to incorporate real study samples
to assess the stability.6,7,11,13 Stability data are acquired at two or three different
concentrations (low, medium and high) at different time intervals after storing,
performing replicate (2-10) analysis.9,11,13,30 For the quantification, fresh calibra-
tion samples must be prepared from stock solutions using the same substance
batch and same blank biological matrix as used for the stored samples.30 A t-test
can be applied to assess analyte stability.  The analyte is considered stable, when
no significant concentration difference is found between the two sets of samples.
Alternative approaches to assess analyte stability are (i) the concentrations esti-
mated from the regression line are higher than a pre-determined percentage (90-
95%) of the initial concentration6,10 or (ii) the 95% lower confidence limit is high-
er than 90% of the initial concentration6 or (iii) the 90% confidence interval of
the calculated difference in response is less than -10%.30 The following types of
stability evaluations are required:

Stability of the stock solutions and dilutions.  The stability of the standard
solutions of the analyte and internal standard should be evaluated to cover
the time interval from preparation until use.  The stabilities of the solutions
should be determined under the same conditions of light or dark, at the
same temperature(s), in the same solvent and container as used during the

BIOANALYTICAL LC METHOD VALIDATION 343

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
0
:
0
6
 
2
4
 
J
a
n
u
a
r
y
 
2
0
1
1



study.  If no stability data are available, all solutions must be prepared
fresh on each day of analysis until enough evidence on their stability is
available.7,13

In-process sample stability.  Stability of the analyte is studied in the bio-
logical matrix at ambient temperatures6,11 over the time interval needed
to process the samples, usually a time period of 6 or 24 h6,7,11 for whole
blood and/or plasma suffices.  If the samples are urine or faeces the
observation time might be adjusted to 24 hours or more, since it takes
longer to collect these samples.6,7,11 Analyte stability, stability of the ana-
lyte under these conditions, needs to be demonstrated.11 Analyte stabili-
ty in each matrix encountered during sample processing, including par-
tially processed samples or dried residues which are stored, should be
evaluated.11,13

Processed sample stability.  The processed sample stability investigation
should at least cover the maximum time required from the completion of
the sample work-up until completion of the measurements, allowing
extra time to cover possible delay.13 The conditions of light and temper-
ature at which the investigation are conducted are the same as those at
which the samples will be held prior to data collecting (e.g. room tem-
perature or at the temperature of  the auto-injector).11,13 The stability of
the analyte in the processed sample can be easily assessed by reinjecting
the samples in replicates of six in consecutive analytical runs. The sug-
gested time intervals during which the stability should be demonstrated
are after 24, 36, and/or 48 hours.4,11 These time intervals are 
chosen, so that in case of incomplete assay due to e.g. instrumental 
failure, re-analysis can still be conducted the next day.  The information
obtained from these tests provides guidelines as to the size of analytical
run and the maximum time allowed between extraction and (re-) analy-
sis.6,7,11

Freeze-thaw stability.  Freeze-thaw stability studies are conducted to
investigate the influence of repeatedly freezing and thawing of the sam-
ples on the stability of the analyte of interest.  Freezing samples may
cause loss of analyte by several causes e.g. adsorption of the analyte to
precipitated plasma proteins, crystallisation from urine.  Freeze-thaw
studies are an essential part of method validation.  Information obtained
from these studies is required because almost all samples will undergo a
freeze/thaw cycle before assay.6 After one cycle, samples are complete-
ly thawed at room temperature in the absence of any heat source and
refrozen separated by a minimum of 24 hours.6 After three freeze-thaw
cycles the results are compared to the initial amount of the fresh
unfrozen samples7,13 or are compared to freshly prepared control samples
analyzed in the same analytical run.6 When  instability is demonstrated,
re-analysis after each cycle is required in order to determine when insta-
bility becomes significant.11,13
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Long-term stability.  Long term stability is investigated to examine
whether (i) the analyte is stable in the biological matrix and (ii) whether
any matrix degradation occurs that may interfere with the analytical
method performance.13

For most analytes (in plasma) storage at -20°C is sufficient to guar-
antee stability.  If at -20°C instability is observed precautions have to be
taken to avoid these problems like storing the samples under -40°C or 
-80°C or by pretreating the samples to enhance the stability (e.g. alter-
ation of pH, addition of stabilizers, freeze-drying).7  Long-term stability
tests should at least cover the maximum period of sample storage.11 The
same conditions as in the (clinical) study should be employed concern-
ing the storage temperature, the type of container and the biological
matrix.11,13

In general, there are two ways to conduct prolonged storage stability
tests.  The first most widely applied method uses samples which are spiked
with the analyte at two7 or three6 concentrations and stored at the prede-
fined conditions.  At fixed time points replicate samples are analyzed
together with freshly prepared calibration samples until instability occurs
or the storage period of interest is reached.11 Another applied procedure is
to divide a batch of samples into two sub-batches: one batch is used as
study samples and the other batch serves as the control samples.  The study
samples are stored at a temperature of -20°C and the control samples in
liquid nitrogen at -196°C, or in another suitable freezer of at least -130°C.
At temperatures this low even normally unstable drugs become stable.
Studies have shown that the latter method has a significant higher accura-
cy and precision, because errors associated with additional processing
steps such as the preparation of different batches at each validation time
point are eliminated.11,13

Ruggedness and Robustness

Definition

Ruggedness establishes a method’s ability to perform effectively in the face
of variation which can reasonably be expected to occur when the method is imple-
mented.12,16,31 More specifically, ruggedness is the degree of reproducibility of test
results obtained by the analysis of samples under a variety of normal test condi-
tions.1 Thus, ruggedness addresses unintentional variation in the method intro-
duced by its application, at different times by different analysts at different loca-
tions using different instrumentation and materials.31 Robustness of an analytical
procedure is a measure of its capacity to remain unaffected by small, but deliber-
ate variations in method parameters and provide an indication of its reliability
during normal usage.1,2,31
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Procedures and Acceptance Criteria

To evaluate the ruggedness/robustness of the analytical method, variations
(within certain limits) are introduced in the method’s conditions and their effects
on the measurements are determined.3 If analytical results are susceptible to these
variations, then the variables should be subjected to more suitable conditions to
maintain reliable results.3,30 These (changed) conditions should be described and
well controlled.  A precautionary statement should be included in the proce-
dure(s) if a condition is critical.3 To enhance the ruggedness/robustness in chro-
matographic methods the effects of variations of certain variables should be
investigated, for example:

columns; a minimum of two columns containing two different lots of the iden-
tical packing material should be tested during validation,3,4,11,16,31

flow-rate,3,11,12

column temperature,3,4,11,12,31

mobile phase composition,3,4,11,16,31

injection volume,31

detection wavelength,31

extraction solutions, using a different ratio or a different composition of
solutions,3,4

time of certain procedures, e.g. extraction time,3,12,15

analysts,11,15

instrumentation.11,15

In order to get more insight into the method’s ruggedness/robustness,
method reproducibility obtained throughout the changes tested, should be com-
pared to the precision of the assay under ‘normal’ conditions: the reproducibility
thus obtained should not be significantly different from the method’s precision
obtained under normal operating conditions.  Although ruggedness and robust-
ness may be tested by varying each individual factor at a time and keeping the
other factors fixed, it is more efficient to use a multifactorial designed experi-
ment.15,31,32 Besides interactions between variables can be estimated.  Another way
to test the ruggedness of the method is to follow quality control results from the
application phase continuously to determine whether the results have changed
with time and/or environment.15

TREND ANALYSIS: VALIDATION DATA REPORTED

To answer the question of how validation is performed in practice, 37 arti-
cles describing liquid chromatographic procedures used in the analysis of anti-
cancer drugs were selected (HPLC/antitumor/anticancer), published in the past
five years in the Journal of Liquid Chromatography and Related Technologies,
Journal of  Chromatography Biomedical Applications and Journal of
Pharmaceutical & Biomedical  Analysis.43-70 Frequency of validation parameters
mentioned in these references are presented in Figure 2.  
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Figure 2. Summary statistics, frequency of validation parameters mentioned in 37 refer-
ences of liquid chromatographic procedures used in the analysis of anticancer drugs select-
ed from  the Journal of Liquid Chromatography and Related Technologies, Journal of
Chromatography Biomedical Applications and Journal of Pharmaceutical & Biomedical
Analysis.

Certain validation parameters (e.g., selectivity, linearity, accuracy, 
precision, and recovery) have been evaluated in almost every analytical 
application.  The LOD, LLQ, stability, and ruggedness/robustness have been
less investigated frequently.  The LOD is not a very stable characteristic and
therefore it should not be included in the calibration curve.  The LLQ on the
other hand must be determined.  Stability data was only mentioned in about
50% of the citations.  It is obvious that enough stability data should be estab-
lished during validation, to assure good routine operation of the method.
Ruggedness/robustness tests were hardly performed.  Although these experi-
ments are time consuming, we feel that at least a minimum of two columns 
containing two different lots of the identical packing material should be 
tested.

The procedures to establish method validation vary significantly among
laboratories.  In Table 2 the validation approaches reported in all 37 references
are tabulated.  Correlation coefficients were most widely used to test linearity.
Although the correlation coefficient is of benefit for demonstrating a high
degree of relationship between concentration-response data, it is of little value
in establishing linearity.  Therefore, by assessing an acceptable high correlation
coefficient alone the linearity is not guaranteed and further tests on linearity are
necessary, for example a Lack-of-Fit test.  Generally the coefficient of variation
was used to report the precision and ANOVA was applied in only a few refer-
ences. 
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CONCLUDING REMARKS

In drug development, important decisions are taken which are based on data
obtained from bioanalytical methods.  Therefore, it is generally accepted that
method validation is required to demonstrate the performance of the method and
the reliability of the analytical results.  During validation, the measured perfor-
mance and pre-determined acceptance criteria are systematically compared.  The
acceptance criteria should be clearly established in a validation plan, prior to the
initiation of the validation study. 

In the last 10 years method validation has been rigorously extended and
guidelines have been published by recognized authorities.  Although these guide-
lines provide indications for method validation, they do not include much infor-
mation on how to conduct these studies or when results should be considered
acceptable.  

Acceptance criteria can be very dependent on the nature of the sample, the
type of analytical methodology, and the purpose of carrying out the analysis.
Fixed criteria are subjective and eventually the researcher has to decide what cri-
teria are considered acceptable and relevant. 

For bioanalytical liquid chromatographic methods, the essential perfor-
mance parameters have been discussed here in detail to provide guidance to bio-
analytical chemists.  A survey of recent literature on liquid chromatographic
methods used in the bioanalysis of anticancer drugs revealed that validation was
performed but was often very brief and deficient.  

The aim of this review, with practical approaches to validation, has been to
contribute to a further optimization of bioanalytical method validation.
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